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Abstract—This paper describes a stereo-based person detection and tracking method for a mobile robot that can follow a specific person in dynamic environments. Many previous works on person detection use laser range finders which can provide very accurate range measurements. Stereo-based systems have also been popular, but most of them have not been used for controlling a real robot. We propose a detection method using depth templates of person shape applied to a dense depth image. We also develop an SVM-based verifier for eliminating false positive. For person tracking by a mobile platform, we formulate the tracking problem using the Extended Kalman filter. The robot continuously estimates the position and the velocity of persons in the robot local coordinates, which are then used for appropriately controlling the robot motion. Although our approach is relatively simple, our robot can robustly follow a specific person while recognizing the target and other persons with occasional occlusions.

Index Terms—Person detection and tracking, Mobile robot, Stereo.

I. INTRODUCTION

Following a specific person is an important task for service robots. Visual person following in public spaces entails tracking of multiple persons by a moving camera. There have been a lot of works on person detection and tracking using various image features and classification methods [1], [2], [3], [4], [5]. Many of them, however, use a fixed camera. In the case of using a moving camera, foreground/background separation is an important problem. This paper deals with detection and tracking of multiple persons for a mobile robot. Laser range finders are widely used for person detection and tracking by mobile robots [6], [7], [8]. Image information such as color and texture is, however, sometimes necessary for person segmentation and/or identification. Omnidirectional cameras are also used [9], [10], but their limited resolutions are sometimes inappropriate for analyzing complex scenes.

Stereo is also popular in moving object detection and tracking. Beymer and Konolige [11] developed a method of tracking people by continuously detecting people using distance information obtained from a stationary stereo camera. Howard et al. [12] proposed a person detection method which first converts a depth map into a polar-perspective map on the ground and then extracts regions with largely-accumulated pixels. Calisi et al. [13] developed a robot system that can follow a moving person. It makes an appearance model for each person using stereo in advance. In tracking, the robot extracts candidate regions using the model and confirms it using stereo. Occlusions between people are not handled in these works.

Ess et al. [14], [15] proposed to integrate various cues such as appearance-based object detection, depth estimation, visual odometry, and ground plane detection using a graphical model for pedestrian detection. Although their method exhibits a nice performance for complicated scenes, it is still costly to be used for controlling a real robot.

In this paper, we propose a person tracking method using stereo. We prepare several depth templates to be used for dense depth images and detect person regions by template matching, followed by a support vector machine (SVM)-based verifier. Depth information is very effective in data association with adjusting template size and values as well as occlusion handling. Person detection results are input to Extended Kalman Filter-based trackers. The robot continuously estimates the position and the velocity of persons in the robot local coordinates to appropriately control its motion. Fig. 1 shows the configuration of our system. The main contribution of the paper is to show that a simple depth template-based approach, combined with EKF and an SVM-based verifier, realizes a robust person following by a mobile robot.

II. STEREO-BASED PERSON DETECTION AND TRACKING

To track persons stably with a moving camera, we use depth templates, which are the templates for human upper body in depth images (see Fig. 2); we currently use three templates with different direction of body. We made the templates from the depth images where the target person was at 2[m] away from the camera. A depth template is a binary template, the foreground and the background value are adjusted according to status of tracks and input data.

A. Tracking

For a person being tracked, his/her predicted scene position is available from the corresponding EKF-tracker (see
Sec. III-B). We thus set the foreground depth of the template to the predicted depth of the head of the person and search a region around the predicted image position for the person.

Concerning the background depth, since it may change as the camera moves, we estimate it on-line. We make the depth histogram of the current input depth image and use the $K$th percentile as the background depth (currently, $K = 90$).

For a depth template $T(x, y)$ of $H \times W$ pixels ($x \in [-W/2, W/2]$, $y \in [-H/2, H/2]$) and the depth image $I_D(x, y)$, the 2D image position $(x^*, y^*)$ is given as the position which minimizes the following SSD (sum of squared distances) criterion:

$$
\sum_{p=-W/2}^{W/2} \sum_{q=-H/2}^{H/2} [T(p, q) - I_D(x + p, y + q)]^2.
$$

We use the three templates simultaneously and take the one with the smallest SSD value as the detection result if that value is less than some threshold.

Each template has the position of the head and the median value of the neighboring region of that position is used as the depth from the camera of the detected person. The accuracy of the depth value is empirically estimated as about one percent when a person is at about 3 [m] distance.

**B. Detection**

We continuously check if a new person appears in the image. In this case, we do not have any prediction and basically search the entire image. The foreground depth is set to the depth of each image position and the background one is set as in the same way as tracking.

We use the same SSD criterion (see eq. (1)) for judging if a person exists at an image position. Since applying this SSD calculation to the entire image is costly, we examine the three boundary points, on the left of, on the right of, and above the head position, and only when the depth values of the points are one-meter farther than the depth of the head, the SSD value is calculated and evaluated. We also set a detection volume to search in the scene; its height range is $0.7 \sim 2.0$ [m] and the range of the depth from the camera is $0.5 \sim 5.5$ [m]. In addition, if the image position under consideration is in an already-detected person region, and unless the its depth is at least one-meter smaller than the depth of the region, the detection there is skipped. These techniques can reduce the search cost largely. After collecting pixels with qualified SSD values, we extract the mass centers of all connected regions as the positions of newly detected persons.

Figure 3 shows examples of detection using the depth templates. Three rectangles in each depth image are detection results with the three templates, and the one with the highest evaluation value is shown in bold line. Even when the direction of the body changed, it is possible to detect a person stably by using multiple templates.

**C. Intensity-based false detection elimination**

A simple template-based detection is effective in reducing the computational cost but at the same time may produce many false detections for objects with similar silhouette to person. To cope with this, we use an SVM-based person verifier using intensity images.

We collected many person candidate images detected by the depth templates, and manually examined if they are correct. Fig. 4 shows some of positive and negative samples. We used 438 positive and 146 negative images for training. The size of the sample images is normalized to $20 \times 20$. The SVM is the one with RBF kernel ($K(x_1, x_2) = \exp(-\gamma||x_1 - x_2||^2)$, $\gamma = 8.0$). We use an OpenCV implementation of SVM.

We examine the performance of the SVM-based verifier using three image sequences, which had not used for training. The numbers of persons appearing in the sequences are zero, one, and two, respectively. We used the image regions
detected using the depth templates. Table I summarizes the results. It is noted that the rate of eliminating false positives is 100%. This is very important because a simple depth template-based person detection tends to produce many false positives. On the other hand, the verifier sometimes eliminates actual person regions; the false negative rate is about six percent. The EKF-based tracker can usually cope with such an occasional failure of person detection.

III. PERSON TRACKING AND ROBOT CONTROL

A. Configuration of our system

Figure 5 illustrates the coordinate systems attached to our mobile robot and stereo system. The relation between the robot and the camera coordinate system is given by

\[ Z_c [x, y, 1]^T = A [R | T] [X_r, Y_r, Z_r, 1]^T, \]

where \( A, R, \) and \( T \) show the intrinsic parameters matrix, the rotation matrix, and the translation vector, respectively.

B. Estimation of 3D position using EKF

1) State equation: In the robot coordinate system, the person’s position at time \( t \) is defined as \((X_t, Y_t, Z_t)\). The state variable \( x_t \) is defined as

\[ x_t = \begin{bmatrix} X_t & Y_t & Z_t & \dot{X}_t & \dot{Y}_t \end{bmatrix}^T, \]

where \( \dot{X}_t \) and \( \dot{Y}_t \) denote velocities in the horizontal plane.

We first consider the case where the robot does not move. The system equation is given by

\[ x_{t+1} = F_t x_t + G_t w_t \]

where \( w_t \) is the process noise and

\[ F_t = \begin{bmatrix} 1 & 0 & 0 & \Delta t & 0 \\ 0 & 1 & 0 & 0 & \Delta t \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}, \quad G_t = \begin{bmatrix} 0 \\ 0 \\ \Delta t \\ 0 \\ 0 \end{bmatrix}, \]

\[ Q_t = Cov(w_t) = E [w_t, w_t^T] = \sigma_w^2 \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \\ 0 & 0 & 0 & 1 & 0 \\ 0 & 0 & 0 & 0 & 1 \end{bmatrix}. \]

We then consider the case where the robot moves. Figure 6 shows how a wheeled mobile robot moves. The distance of two wheels is denoted as \( 2d \). When each wheel rotates with speed \( v_L \) and \( v_R \), the velocity \( v \), the angular velocity \( \omega \), and the turning radius \( \rho \) of the robot have the following relations:

\[ v = (v_R + v_L)/2, \quad \omega = (v_R - v_L)/2d, \quad \rho = d(v_R + v_L)/(v_R - v_L). \]

The rotation angle \( \Delta \theta \) and the moved distance \( \Delta L \) during time \( \Delta t \) are obtained respectively as

\[ \Delta \theta = \omega \Delta t, \quad \Delta L = 2\rho \sin(\Delta \theta/2). \]

In addition, the robot movement \( \Delta X \) and \( \Delta Y \) seen from the robot position at time \( t \) are obtained respectively as

\[ \Delta X = \Delta L \cos(\Delta \theta/2), \quad \Delta Y = \Delta L \sin(\Delta \theta/2). \]

We then have the relationship between the position and the velocity of a person before and after the coordinate transformation from the robot coordinate at time \( t \) to that at time \( t + 1 \) as follows:

\[ X^{(t+1)} = (X^{(t)} - \Delta X) \cos \Delta \theta + (Y^{(t)} - \Delta Y) \sin \Delta \theta, \]

\[ Y^{(t+1)} = -(X^{(t)} - \Delta X) \sin \Delta \theta + (Y^{(t)} - \Delta Y) \cos \Delta \theta, \]

\[ \dot{X}^{(t+1)} = \dot{X}^{(t)} \cos \Delta \theta + \dot{Y}^{(t)} \sin \Delta \theta - v, \]

\[ \dot{Y}^{(t+1)} = -\dot{X}^{(t)} \sin \Delta \theta + \dot{Y}^{(t)} \cos \Delta \theta. \]

By the combination of these equations and eq. (3), the state equation that considers the robot movement \( u_t = [v_L, v_R]^T \) is expressed as

\[ x_{t+1} = f_t(x_t, u_t) + G_t w_t, \]

where...
where
\[
f_t(x_t, u_t) = \begin{bmatrix}
(X_t + \Delta t \dot{X}_t - \Delta X) \cos \Delta \theta + (Y_t + \Delta t \dot{Y}_t - \Delta Y) \sin \Delta \theta \\
-(X_t + \Delta t \dot{X}_t - \Delta X) \sin \Delta \theta + (Y_t + \Delta t \dot{Y}_t - \Delta Y) \cos \Delta \theta \\
X_t \cos \Delta \theta + \dot{Y}_t \sin \Delta \theta - v \\
-\dot{X}_t \sin \Delta \theta + \dot{Y}_t \cos \Delta \theta
\end{bmatrix},
\]

### 2) Observation equation

The observed person’s position in the robot coordinate system is denoted as \( y_t \). The observation equation is expressed as
\[
y_t = H_t x_t + v_t,
\]
where \( v_t \) is the observation noise and
\[
y_t = \begin{bmatrix} X_t \\ Y_t \\ Z_t \end{bmatrix}, \quad H_t = \begin{bmatrix} 1 & 0 & 0 & 0 & 0 \\ 0 & 1 & 0 & 0 & 0 \\ 0 & 0 & 1 & 0 & 0 \end{bmatrix},
\]
\[
R_t = Cov(v_t) = E[v_t v_t^T] = \sigma_v^2 \begin{bmatrix} 1 & 0 & 0 \\ 0 & 1 & 0 \\ 0 & 0 & 1 \end{bmatrix}.
\]

### 3) Extended Kalman filter

The Extended Kalman filter (EKF) are formulated using the state equation (4) and the observation equation (5). The EKF can estimate the position and the velocity of a person with their uncertainty estimates.

### C. Data association and occlusion handling

3D position information is effective in data association. We use the predicted 3D position to adjust the size and the foreground depth of the depth templates to be used (see Section II-A). If a person is detected, then its 3D position is tested with the Mahalanobis distance to see if the matching can be made between the detected person and the corresponding track.

3D information is also used for occlusion handling. In the case where an occlusion relation is reliably predicted between two persons, if an occluding one is correctly detected, only the prediction step in EKF is performed for the occluded person. Possible occlusion relationships are enumerated by examining the predicted 3D positions of tracks.

In an ordinary situation, persons pass each other with keeping a certain distance (say, one meter) between them. In our current setting, this distance difference can be detected as long as they are within about four meters from the camera; this is enough for the robot to correctly recognize the person motion in a local region around the robot.

Figure 7 shows an example of correctly tracking two persons under occlusion and depth change. In the middle row of the image, the person behind is completely occluded and only the prediction step in EKF is performed. After the occlusion, the track continues correctly.

### D. Tracking algorithm

The image processing part (see Fig. 1) works as follows:

1) **Stereo processing**: The depth image is made with a stereo camera.

2) **Person tracking**: Each person is tracked by using the EKF described in Section III-B.

2.1) **Prediction**: The 3D position and its uncertainty at the current time \( t \) are predicted from the state variable at the previous time \( t - 1 \). They are then projected to 2D image by eq. (2). The projected uncertainty region is used for determining the predicted region.

2.2) **Observation**: The predicted region is searched for the person by the method described in Section II-A. The templates used for search are made based on the depth to the person. After the search, the person’s 3D position \( y_t \) is calculated by eq. (2) based on image coordinates \((x, y)\) and distance from camera \(Z_r = D\).

2.3) **Data association**: Correspondences are made between tracks and observations by the procedure described in Section III-C.

2.4) **Update**: The state variable is updated, if an observation is obtained.

3) **Detection**: The persons who appear newly in image are detected with depth templates.

4) **Communication**: The estimated position is sent to the robot control part, and the rotational speeds of the left and right wheels are received.

### IV. CONTROL TO FOLLOW A SPECIFIC PERSON

The robot with two-wheel drive follows a circular trajectory from the current to the target position (path A in Fig. 8). In this case, the speeds for the wheels to move the robot at velocity \( v \) is calculated as follows. From the equation:
\[
\rho^2 = \left\{ \frac{(X/2)^2 + (Y/2)^2}{\rho^2} \right\} + \left\{ \frac{(X/2)^2 + (\rho - Y/2)^2}{\rho^2} \right\},
\]
we have
\[
\rho = \frac{(X^2 + Y^2)/2Y}{\rho^2}.
\]
Then we can calculate the velocities as:

\[ v_L = v \left( 1 - \frac{d}{\rho} \right) = v \left( 1 - \frac{2dY}{X^2 + Y^2} \right), \]
\[ v_R = v \left( 1 + \frac{d}{\rho} \right) = v \left( 1 + \frac{2dY}{X^2 + Y^2} \right). \]

When the robot follows this circular path, however, since the turning rate of robot orientation is relatively slow, the target person tends to go out of the field of view. On the other hand, the robot first turns and then moves straight toward the target like path B, the robot movement is not smooth. We thus use the one like path C, on which the robot turns to the target while moving ahead. In this case, the velocity of each wheel is adjusted as follows:

\[ v_L = v \left( 1 - k \frac{2dY}{X^2 + Y^2} \right), \quad v_R = v \left( 1 + k \frac{2dY}{X^2 + Y^2} \right). \]

This means the turning radius \( \rho \) is reduced to \( \rho/k \).

V. EXPERIMENTAL RESULT

A. Experimental setup

We have implemented the proposed method on a PeopleBot (by Mobile Robots) with a Bumblebee2 stereo camera (by PointGrey Research) for the experiments (see Fig. 5). A note PC (Core2Duo, 2.6GHz) performs all processes including stereo calculation, person detection and tracking, and robot motion control. The processed image size is 512 \( \times \) 384 and the processing time is about 90 [msec/frame]. Table II shows the breakdown of processing time; our system can process about eleven frames per second.

We implemented the software modules for person detection and tracking, motion planning, and robot control as RT components in the RT-middleware environment [16] for easier development and maintenance.

**TABLE II**

<table>
<thead>
<tr>
<th>Processing</th>
<th>Time</th>
</tr>
</thead>
<tbody>
<tr>
<td>1) Image acquisition &amp; stereo processing</td>
<td>40 [ms]</td>
</tr>
<tr>
<td>2) Person tracking (in the case of two persons)</td>
<td>20 [ms]</td>
</tr>
<tr>
<td>3) Person detection</td>
<td>10 [ms]</td>
</tr>
<tr>
<td>4) Communication, display, and save data</td>
<td>20 [ms]</td>
</tr>
<tr>
<td><strong>Total</strong></td>
<td><strong>90 [ms]</strong></td>
</tr>
</tbody>
</table>

B. Person following experiments

Figure 9 shows a result of tracking. The left row images are the results of person detection. Each circle in the image shows the result of observation with depth templates, and each small point shows the 3D head position estimated using EKF. The right row images show the positions of the robot and the persons taken by a ceiling camera. In addition, the curves in the final frame (#156) shows the traces of the robot and the persons.

Figure 10 shows the initial positions of the robot and the persons. The robot moved toward person A who was detected first and considered the target. Even when person B and C passed between the robot and person A, the target person was correctly tracked.

C. Evaluation of person position estimation

We evaluated the quality of the person position estimation. Figure 11 shows the traces of the robot and two persons in the robot initial coordinates. Person A moved on two edges of a 4 \( \times \) 4 [m] square drawn on the floor. Person B moved so that it temporarily occluded person A.

The robot followed person A while estimating the positions of the persons. The averaged and the maximum error in position estimation for person A were 125 [mm] and 336 [mm], respectively. This result shows that the position estimation is accurate enough for the robot to follow a specific person.
VI. CONCLUSIONS AND FUTURE WORK

This paper has described a method of detecting and tracking multiple persons for a mobile robot by using distance information obtained by stereo. We presented an EKF-based formulation by which the robot continuously estimates the position and the velocity of persons. Distance information is effectively utilized for robust person detection, data association, and occlusion handling. We realized a robot that can robustly follow a specific person while recognizing the target and other persons with occasional occlusions.

The current algorithm does not consider the case where multiple persons are too close to be separated by depth information. To cope with such cases, it would be necessary to use other visual information such as color and texture. It is also necessary to manage static obstacles such as furniture as well as an effective path planning to realize a person following robot that can operate in more complex environments.
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