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Abstract This paper describes avision planning method for object search using multiple visual features.
To realize an efficient search, it is important to select appropriate search actions (i.e., features to use,
fixation points, and resol ution) depending on the status of the search. We first define similarity measures
between the target object image and image regions in input images, and built similarity distribution
modelsfor the target object and the background. We then use the distribution for estimating the detection
probability of the target in each location in the image for each search action. The planning method
repeatedly selects the best search action which maximizes the expectation of the detection probability.
We al so develop amethod of estimating the distribution modelsfor the background from relatively smple
image features. We compare the proposed method with methods with fixed search strategies to show its

effectiveness.
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1 Introduction

Visual object search isone of the growing research areas
in computer vision, especialy for security and surveil-
lance purposes. We usually select viewpoints, focus of
attention, or features to use adaptively depending on the
situation, in order to find or to carefully examine a spe-
cific object. Since the processing cost of computer vi-
sion is generally high, such a vision planning will be
important.

Vision planning under uncertainty of visual infor-
mation is an important area of research. Information-
theoretic approaches[2] are useful when the goal of vi-
sion is object identification. In this approach, we have
a probabilistic distribution on object identities, and up-
date the distribution as an observation is carried out. A
usual strategy isto repeatedly select the most promising
observation by using the minimum expected entropy cri-
terion [3, 7]. Rimey [6] dealt with avision planning for
recognition of acomplicated scene. He proposed to rep-
resent the relationship between objectsusing aBayesian
network and to select the best observation considering
the planning cost. The vision planning methodsin these
works deal with the problem of selecting viewpoints or
focus of attention, but do not deal with the feature selec-
tion problem.

Automatic generation of recognition programs [5] is
another type of vision planning. This work dealt with

the problem of localizing known objects using vision.
The proposed method generates a decision tree for de-
termining which image features to use based on a sen-
sor model and the analysis of possible object states. The
method does not deal with object identification.

Many methods have been proposed for object search
inanimage. A fast method [9] is proposed which uses
the active search technique for color histograms. Ob-
ject search methods using asingle visual feature are not,
however, applicableto the caseswherethat featureis not
effective in discriminating objects or there are many ob-
jects with similar values for that feature.

Using multiple visua featureis, therefore, important
for robust object recognition. A Bayesian inference-
based object extraction method [8] was proposed which
uses probabilistic distributions of target objects on three
visual features (color, position, size) and determinesthe
region with high probability of object existence. Al-
though any combination of features can, in principle, be
used in this approach, it isinefficient to use al such fea-
tures all the time; only a small nhumber of features may
be effective in a specific situation.

This paper therefore proposes a vision planning
method which adaptively chooses effective visua fea-
tures and observation conditions based on the expected
object detection probability. This probability is calcu-
lated from the current probabilistic distribution of object
existence and knowledge of object detectability mea-
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sures for every combination of visual feature and res-
olution. Since the object detectability of a feature de-
pends both on the target object and the background, and
since the background may not be known in advance, we
also propose a method of estimating background mod-
els from a simple visual feature of the image. We will
show that the proposed method outperforms other meth-
ods which uses fixed search strategies.

2 Visual Features Used for Object Search

We use three visua features: color histogram, color
cooccurrence histogram, and edge pattern. The follow-
ing subsection explains these features in detail .

2.1 Color Histogram

Color histogram is robust to shape changes of objects
and low-cost, and are therefore widely used. Since the
similarity on color histogram changes spatially gradu-
aly, it is not well suited for accurately localizing ob-
jects.

We use the HSV color space and divide the space
into 38 bins as follows. We first set the black region
where V' is small and set the white-gray region where S
issmall. Therest part of the spaceisdivided into 12 in
the H axisand into 3inthe S axis. The similarity of the
color histogram is calculated by the following intersec-
tion:
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where M and I arethe normalized histogram of amodel
and an input image, respectively.

2.2 Color Cooccurrence Histogram

Color Cooccurrence Histogram (CCH) [1] is a three-
dimensional histogram, axes of which are two colors
and the distance between two pixel positions (see Fig.
1). Thisfeature can discriminate two objectswith differ-
ent color patterns even if the objects have similar color
histograms. We use the same division of the color space
and the bins as the ones used for the color histograms.
The neighborhood for calculating CCH is the 17x17-
pixel square centered at the point under consideration.

2.3 EdgePattern

Edge patterns represent shapes and surface textures of
objects. A target object deforms depending on the view-
point, but we consider here only the scaling and the ro-
tation in the image, by assuming a viewpoint looking
down aregion for search as in the case of searching for
an object on the table. More concretely, we consider
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Fig. 1: Color cooccurrence histogram.

eight orientations and two or three scalings of each ob-
ject.

The Hausdorff distance defined below [4] is often
used as a matching criterion:

2

where M and I are edge patterns of amodel and anin-
put image. This expression cal culates the maximum dis-
tance among those of all possible pairs of edgesin both
images. By not using the sum of the distances but using
the maximum distance, a more globally matched pat-
ternis selected. The original Hausdorff distance defined
above is, however, weak to noise or partial occlusions
which causes some of edges not to have corresponding
edgesin their neighborhoods. So the following modified
expression is used in this paper:

hf(M,I) = fth min|jm — |,
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where fth indicates the value which divides the ascend-
ing ordered list of the distances to two groups with the
ratiosof fand1 — f (0 < f < 1). Thisdistance be-
ing some value means that the part of edges with ratio
f have the corresponding edges within the distance of
that value. In calculating the similarity of edge patterns,
we set some threshold and calculate theratio f of edges
which have the corresponding edges within the thresh-
old distance.

2.4 Object Search using Multiple Visual Features

Fig. 2 shows an example of object search using the
three features. The top row of the figure shows the in-
put image, the reduced color-image (38 colors), and the
extracted edges. The bottom low shows the process of
reducing the candidate regions for the object using the
three featuresin the order of color histogram, CCH, and
edge pattern. This order is effective in this case, but is
not always the best.

3 Vision Planning in Object Search

In object search using multiple visual features, the best
strategy will depend on the situation. We therefore pro-
poses amethod of selecting effectivevisual features and
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Fig. 3: An example of similarity distribution model (SDM) for color histogram.
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Fig. 2: Object search using multiple features.

observation parameters adaptively to the model and the
input image.

The problem setting we consider in this paper is as
follows. We use the three visual features mentioned
above. We use a high-resolution digital camera to take
images in advance and emulate the zoom effect by re-
sampling the images. We consider three resolution lev-
els (low, medium, high); for CCH, we do not use low
resol ution because of the limitation of the size of neigh-
borhood. The search areais limited on a table and the
whole areais visible in low resolution. We assume that
the angle between the viewing direction and the table
top is almost constant and that the approximate size of
the objects in the image is known in each resolution,
thereby limiting the size of search window. The search
finisheswhen all candidate regions have been examined.

3.1 Similarity Distribution Model

We search for atarget object using the similarity of fea-
tures between the model image of the target and input
images. To select an appropriate feature in each search
step, we need to assess the effectiveness of each feature
on object detection, we characterize each feature by its
similarity distribution model (SDM). An SDM models

the distribution of the similarity measure for a feature
between the model and the corresponding object in in-
put images at some resolution. Fig. 3 showsan example
of object model for color histogram.

The object detection power of a feature depends not
only on how a target object appears in the image but
also on how the background looks like; we know that
it is very difficult to find an object in a similar back-
ground. We, therefore, model the characteristics of the
background, aso in the form of SDM. The problem,
however, arises that the background cannot be known
in advance and a concrete background SDM cannot be
prepared. We thus devel op amethod of predicting back-
ground SDM from arelatively simple image feature.

The details of the acquisition of SDMs will be de-
scribed in Section 4.

3.2 Detection Probability

We select recognition strategies based on the predicted
probability that the target object is found, called detec-
tion probability. The detection probability is defined us-
ing SDMs. Let w be an observation parameter, includ-
ing visual featureto use and observation conditionssuch
as zoom and focus of attention, M be the target object,
and P(M|s;w) be the probability that object M exists
if similarity s is obtained with parameter w. Then the
detection probability F'(w) is defined as:
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P(s;w) = P(s|M;w)P(M)
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where P(M) is the prior probability, P(M) = 1 —

P(M), P(s|M;w) and P(s|M;w) are the object and
the background SDM, respectively.



3.3 Planning the Best Next Observation Parameter

The planning method determines the best next observa-
tion parameter w* using the detection probability. Since
the observation result is not deterministicin general, we,
in principle, need to devise a contingency plan, which
has a corresponding action for each possible outcometo
optimize the object search. However, such optimization
is very costly. So we adopt a strategy of maximizing
the utility increase per unit time. The next observation
parameter is thus determined by:

w* = arg max [AF(w)/cost(w)], (8)
where cost(w) is the expected execution time of obser-
vation with parameter w and AF(w) isset to F(w) be-
cause the target object has not been found until now.

The concrete steps for the object search with planning
isasfollows.

1. Extract candidate regions using color histogram
in the low-resolution image by active search [9].
Only the extracted regionsare processed in thel ater
steps.

2. Determine w* among unused parameters for each
candidate region, and for the region which has
the highest detectability F'(w*), execute the corre-
sponding observation with w *.

3. Examineif the target object is found after the ob-
servation. If it isfound, verify the region using the
edge pattern in the high-resolution image for deter-
mining the object pose. If the probability of object
existenceisvery low, delete the region. Otherwise,
update the probability.

4. Repeat steps 2 and 3 until all candidate regionsare
processed.

Each candidate region is composed of a set of represen-
tative points of windows or edge patterns. Similarity s
of aregion s calculated as the average of similarity val-
ues of the pixelsin the region.

The condition that an object is found is that the pos-
terior probability P(M|s;w) is larger than a threshold
(currently, 0.8) and the size of the region is less than
twice the predicted size of the target object under the
current resolution. The condition that an object is con-
sidered not to exist is that the posterior probability is
very low (currently, less than 0.01) or the size of the re-
gionis much smaller than predicted (currently, less than
10% of the predicted) with a low posterior probability
(currently, lessthan 0.1).

4 Acquisition of Similarity Distribution
Models

This section explains how to obtain similarity distribu-
tion models (SDMs) for target objects and backgrounds.

Since the SDMs depend on the target object, we use the
datafor the object at the left of Fig. 3 as examples.

4.1 SDM for Target Object

We collect sampleimages of the target object by observ-
ing the object under various conditions and by segment-
ing the object regions manually. We then calculate the
similarity values for the sample images and the model
image for each feature. We finally construct SDMs by
fitting a normal distribution to each data set. Fig. 3
shows the sample sets and the obtained SDMs for color
histogram and the three image resolutions. The result
shows that the similarity increases as the resolution be-
comes higher.

4.2 SDM for Background

The similarity between the target object and the back-
ground is usually low. We model the SDM for the back-
ground, which is the distribution of the similarity be-
tween the background and the current target object, us-
ing an exponential probability; P(s) = Aexp(—A\s).
The problem here is that SDMs are not constructed
when starting the search. One possible way to copewith
thisisto construct general SDMs in advance by analyz-
ing the similarity values for various backgrounds. This
way is, however, inappropriate because we need to pre-
dict the detection power under some specific situation
currently under consideration. We therefore develop a
method of predicting background SDMs from a rela-
tively simple image feature. We use the color histogram
of the entire image for predicting SDMs for both color
histogram and CCH, and use the edge density for SDMs
for edge patterns.

Fig. 4(a) shows the relationship between the image
features (i.e., similarity measure for the color histogram
of the entire image) and the estimated distribution pa-
rameter \'s; the approximation result of the data using
a power function is also shown. Fig. 4(b) shows the
result of a similar process for CCH; we use alinear ap-
proximation instead of the power function for CCH. For
these two features, we use the same A for every reso-
Iution because the change of ) is insignificant over the
resolutions.

Fig. 4(c) showsthe result for the edge pattern. In this
case, parameter \ largely changes according to the reso-
Iution because a higher resolution reveals finer textures.
We thus decided to use different \'s for different reso-
[utions, and to estimate \’s for the medium and the high
resolution from X for the low resolution, which can be
estimated at the beginning of the object search in the low
resolution. Fig. 4(d) shows therelationship between \'s
for the medium and the low resolution and a fitted line
to be used for the estimation.
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Fig. 5 shows some results of estimating the SDMsfor
the background from the simple image features. There-
sults show that the SDMs are estimated reasonably well.

5 Experimental Results

Fig. 6 shows an example of object search. Inthefigure,
(a) shows the input image and (b) shows the target ob-
ject. Theinitial candidate regions are shownin (c). The
intensity of each region indicates the probability of ex-
istence of the target object (darker is higher). The steps
of search are as follows. The system first searches the
bottom left region and then the region including the tar-
get (step 2, (d)). The probability hasreached 0.97 at this

state, but the size of the region is too large to consider
the target is found. After this, the system performs the
search with the color histogram in the high resolution
(step 6, (€)) and then with the edge pattern in the low
resolution (step 33, (f)), and finally finds the target with
the edge pattern in the high resolution (step 56, (g)). (h)
shows the detected target with a pose estimate.

We then compare the proposed method with others
which use fixed object search strategies. Table 1 shows
the order of pairs of feature and resolution for each fixed
method. Table 2 shows the comparison result. The per-
formance of fixed methods depend on the scene, while
the proposed method shows the best performancefor all
scenes by adaptively selecting appropriate strategies.



(a) input image. (b) target object.
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Table 1: The search strategies of fixed methods.

method Order of search steps

setl 1-2—-3—-5—-6—-7—8—9
set2 1-7—-2—-5—-8—-3—-6—9
set3 1—-5—9

set4 1—9

color histogram: low (1), medium (2), high (3)

- - r - CCH: medium (5), high (6)
v ] v edge pattern: low (7), medium (8), high(9)
@!L - ~ %’KL - ~
‘o \ * o Y| Table2: Comparison of planning-based method with
J J fixed methods (in seconds)
. . scene D || planning | setl | set2 | set3 | setd
— — 1 319 | 344 | 493 | 558 | 528
(c) Step 0, use color (d) Step 2, use color 2 472 501 | 580 | 59.4 | 56.9
histogram, low resolution  histogram, medium resolution 3 394 415 | 426 | 499 | 526
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high resolution

Fig. 6: An experimental result.

6 Conclusion and Future Works

This paper has described a vision planning method
for object search using multiple visua features. The
method determines the feature and the image resolution
to use based on the target detection probability. We also
proposed a method of estimating the probabilistic mod-
els of similarity measures not only for target objects but
also for the background. The experimental results show
that the proposed method outperformsthe methods with
fixed search strategies.

A futurework isto investigate the use of other visual
features which will be necessary for object search for
various objects. Another future work is to deal with the
vision planning in a wider area like a room or a floor.
In this case, a camera moves around on a mobile plat-
form and the planning method needs to be extended to
consider the cost of camera movements.
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