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Abstract

In soccer games, understanding the movement of

players and a ball is essential for the analysis of

matches or tactics. In this paper, we present a system

to track players and a ball and to estimate their posi-

tions from video images. Our system tracks players by

extracting shirt and pants regions and can cope with the

posture change and occlusion by considering their col-

ors, positions, and velocities in the image. The system

extracts ball candidates by using the color and motion

information, and determines the ball among them based

on motion continuity. To determine the player who is

holding the ball, the position of players on the �eld and

the 3D position of the ball are estimated. The ball po-

sition is estimated by �tting a physical model of move-

ment in the 3D space to the observed ball trajectory.

Experimental results on real image sequences show the

e�ectiveness of the system.

1 Introduction
Recently in the sports domain, especially in soccer,

the demand for analyzing matches or tactics is increas-

ing. Viewers, on the other hand, may want to watch

only exciting scenes or the digest from a long game.

To meet all these requirements, it is essential to know

the movement of players and a ball. Most researches

track players by using template matching[1, 2, 3]. In

these method, however, the operator often has to spec-

ify the position of players manually during occlusion.

Moreover, most methods do not track a ball or track a

ball only in easy cases[4, 5]. The position of a ball is

necessary for analyzing matches or tactics.

This paper presents a system to automatically track

players and a ball in soccer games in the images taken

by �xed cameras. The system can cope with occlusion

and the posture change and can calculate the position

of the players on the �eld and the position of the ball

in the 3D space.
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2 Finding players

2.1 Position in the image

Our system �rst �nds the position of players in the

image. We model the color distribution of the uniform

by a right-angled parallelepiped in the YIQ-space in

advance. The system extracts shirt and pants regions

from images by using this model. Since these extracted

regions include non-uniform regions whose color is simi-

lar to that of the uniform, the system determines player

regions among them using the positional relationship

between those regions. The system searches for pairs

of shirt and pants regions which align vertically in the

image, based on the assumption that players stand up-

right at the beginning of games. Fig. 1 shows an orig-

inal image and the result of player extraction.

(a) Original image (b) Result of extraction

Figure 1. Extraction of players

2.2 Position on the �eld

To estimate the players' position on the �eld, a cam-

era needs to be calibrated. But it is di�cult to arti�-

cially set marks on the �eld for calibration. We there-

fore use the crossing points of the lines because the

length of the lines is determined by the rule. Assuming

that we use an ideal pin hole camera, the transforma-

tion between the image and the �eld is obtained. So

we can estimate the position of players on the �eld by

detecting footing points of them. By using the position



on the �eld and the height of players, we can calibrate

a camera in the 3D space.

3 Tracking isolated players

Since it is not e�cient to search the whole image for

players every frame, the system limits the search area

by predicting the movement of players. Since a player

moves at an almost constant speed during a short pe-

riod of time, the next position of the player can be

predicted by using a simple linear extrapolation. The

system searches only a neighboring area of the pre-

dicted position for a pair of region. The system thus

avoids mismatch of players between frames.

It is desirable that players are always tracked by

extracting pairs of regions, but the system sometimes

fails to detect a pair of regions due to noise in the image

or the posture change of players. To cope with such

cases, the position of a player can be determined from

either a shirt region or a pants region as long as there

are no other players around the predicted position.

4 Tracking overlapping players

4.1 Two overlapping players

Since two players in di�erent teams wear di�erently

colored uniforms, we can distinguish them by color.

The system, therefore, detects occlusion when the re-

gions of either of the players cannot be extracted. The

occluding player is determined by the color of extracted

regions, and the other is considered to be occluded.

The system then searches an area around the occlud-

ing player for a pair of regions of the occluded player,

and regards newly appearing regions as the occluded

player.

On the other hand, when two players in the same

team overlap in the image, we cannot distinguish them

only by color. In this case, we use the position of the

players in the image. Considering that we take images

from a high position out of the �eld, a player who is

closer to the camera is detected at a lower position in

the image. The system, therefore, detects occlusion

when regions of the two players merge into one. A

lower player in the image is considered to be an oc-

cluding player. When the region splits into two, the

lower region is considered to correspond to the occlud-

ing player.

4.2 More than two overlapping players

Tracking more than two players is di�cult because

one image may correspond to various cases. Fig. 2

Figure 2. Determination of position

shows an example of overlapping three players in three

successive frames. The system detects the same two

pairs of regions in the 2nd and the 3rd frame, although

the players change places actually. To resolve this am-

biguity, we use the average velocity of the players. The

system predicts the next position of each player by

using his average velocity, and determines the corre-

sponding region by considering the positional relation-

ship in the image and color of regions. Fig. 3 shows

the result of tracking overlapping players. The system

successfully tracks three players even when two white-

shirt players changed their positions behind a dark-

shirt player.

Though we only show the occlusion among three

players here, this method, which uses the color, the

vertical position in the image, and the velocity of play-

ers, is easily extended to cope with the occlusion among

more than three players.

1 2

3 4

Figure 3. Tracking players close in the image

5 Tracking a ball

5.1 Utilizing motion information

Tracking a ball is di�cult because it is small in the

image and sometimes moves very fast. Though we can

relatively easily recognize a ball in a stationary state, it

is di�cult to recognize a fast moving ball only by color.

To solve this problem, we use motion information. By

examining the di�erence between consecutive frames,



Figure 4. Search for regions in radial directions

the system extracts motion regions as ball candidates.

It is, however, di�cult to determine a ball region from

only one image. Since a ball kicked by a player moves

away from him almost in the radial direction, the sys-

tem searches for motion regions in the radial direction

from the player in the subsequent frames. A candidate

is retained if the corresponding motion region is found

and a candidate is deleted if it is not found. This pro-

cess is repeated until one candidate is selected as the

ball region. The system considers a group of detected

regions in consecutive frames as the trajectory of the

ball.

In actual games, however, many players usually

gather around the ball. The kicked ball may be oc-

cluded by another player. To cope with this situation,

the system also searches for motion regions in all radial

directions from the player as shown in Fig. 4. In this

way, the ball can be tracked in a complicated situa-

tion. Fig. 5 shows a result of tracking a ball. Circles

denote the ball candidates in the present frame, and

small squares denote the ball candidates in the past

frames. The left hand player in the image kicks the

ball and the ball gets into a crowd of players. Another

player kicks a ball again, and the ball comes out of the

crowd. The system successfully tracks a ball in such a

complicated situation.
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Figure 5. Tracking a ball kicked by a player

5.2 Determining whether a player holds

the ball or not

Another problem in tracking a ball is that the ball

is likely to overlap with or to be occluded by a player

while he holds the ball. To solve this problem, the sys-

tem stops tracking a ball when a player and a ball over-

lap in the image, and temporarily considers that the

player holds the ball. The system then keeps searching

a neighboring area of the player for the ball and tracks

again when the ball region is found.

But the player does not necessarily hold the ball

even when a player and a ball overlap in the image. To

judge whether a player has touched the ball or not in

the image, the system approximates a ball trajectory in

the image to a parabola. If a newly found ball region is

on this trajectory, the system considers that the player

did not touch the ball.

5.3 Estimating 3D position of the ball

Even though we know the ball is held, it is some-

times di�cult to know a player holding the ball from

the image. In Fig. 6, for example, it is di�cult to

judge whether the player in the back kicks the ball or

the player in the front heads the ball only from the po-

sition in the image. To resolve this ambiguity, we use

the ball position in the 3D space.

Figure 6. Ambiguous scene

In order to estimate the ball position in the 3D

space, we estimate the 3D trajectory of the ball by

assuming that the ball motion is determined by the

gravity, and the air friction, which is expressed as:

x(t) = x(0) + tvx(0) � �

Z
t

0

t vx(t) dt;

y(t) = y(0) + tvy(0)� �

Z
t

0

t vy(t) dt; (1)

z(t) = z(0) + tvz(0)�

Z
t

0

t fg + �vz(t)gdt;

where (x(t); y(t); z(t)) and (vx(t); vy(t); vz(t)) denote

the position and the velocity of the ball at time t, g

denotes the acceleration of gravity, and � denotes the

friction coe�cient. Since the transformation between

the position in the 3D space and the position in the



image is known, the estimated position in the image

at each moment depends on the initial position and

the initial velocity in the 3D space. We therefore esti-

mate their values which minimize the following sum of

squared di�erence between the estimated position and

the observed position in the image:
X
t

�
fxp(t)� xc(t)g

2 + fyp(t)� yc(t)g
2
�
; (2)

where (xp(t); yp(t)) denotes the projected position of

(x(t); y(t); z(t)) in eq. (2) and (xc(t); yc(t)) denotes

the observed position in the image. The ball, however,

does not always move in the air while it is separated

from players in the image. The ball sometimes rolls on

the ground. The ball is considered to be on the ground

if the residual (eq. (2)) is too large.

We show the result of tracking and estimation in

Fig. 7. In this �gure, we can recognize that the player

at the lower side of the ball in the image is nearest to

the ball in the 3D space, though the player at the left

side of the ball is nearest to the ball in the image.

Figure 7. Tracking result left and top view right

6 Tracking by using multiple cameras

We tested our system on real image sequences of a

soccer game using multiple cameras. Fig. 8 shows the

result of tracking players and a ball, and the top view

of the �eld in the 12th frame. The system successfully

tracks players and a ball, and estimates thier positions.

7 Conclusion

We have described a system to track players and a

ball in soccer games. The system can cope with oc-

clusion by using the color, the vertical position in the

image, and the velocity of players. The system can also

estimate the 3D position of the ball. Experimental re-

sults using real image sequences show the e�ectiveness

of the system. The system can basically be applied to

other team sports in which players wear uniforms. As

a future work, we are now planning to analyze matches

or tactics by using the position of players and a ball.

Figure 8. Result and camera arrangement
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