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Abstract— This paper describes a new approach to SLAM
problems using low quality range data. Vision sensors are useful
for acquiring various kinds of environmental information but
range data obtained by stereo vision is less reliable than other
active sensors like laser range finders. False stereo matches
often result in spurious obstacles, which may degrade the map
when directly used in existing SLAM methods. We therefore
propose a hierarchical approach in which local probabilistic
occupancy maps are first generated to filter out such spurious
obstacles and then used as inputs to an RBPF-based SLAM.
Experimental results in simulation and in a real environment
show that a consistent map can be generated by the proposed
method with low quality stereo range data.

Index Terms— SLAM, Rao-Blackwellized particle filter, mo-
bile robots, stereo.

I. INTRODUCTION

Maps are important media for mobile robots to commu-
nicate with people or other robots. Since it is tedious for
people to make and maintain maps, automatic map making
has been an important mobile robot task. When a robot
makes a map while moving around the environment, we
have to consider the accuracy of motion estimation. If we
can obtain accurate position information by, for example,
GPS, then it may not be difficult to make maps by putting
observed data into a large fixed coordinate system. If such
a reliable position information is not available, however, we
need to simultaneously estimate the map and the motion.
Therefore, simultaneous localization and mapping (SLAM)
has been one of the most active research areas in mobile
robotics [1].

A common standpoint in SLAM approaches is that SLAM
is an estimation problem from a sequence of uncertain data
and probabilistic inference is thus usually used.

Previous approaches can be categorized in several aspects.
One aspect is the observed features used. One of the earlier
SLAM works used features like corners and walls extracted
in the range data to describe the map [2]. Recently visual
SLAM has been popular and most of them also use specific
visual features [3], [4], [5]. Others use an occupancy grid
map [6].

Another aspect is the statistical tools used for integrating a
sequence of uncertain data for SLAM. There are two major
tools. One is (Extended) Kalman filter. SLAM methods using
Kalman filter estimate a state including both the robot pose
and the feature-based map [2], [7]. The other is particle filter
[1] which represents the distribution of a state by a set of
particles; each particle represents a possible state (i.e., a
robot pose and a map). Although applying a naive particle
filter to SLAM problem may be costly, an important variant,
called Rao-Blackwellized particle filter (RBPF), has been

applied successfully to feature-based [8] and grid-based [6]
SLAM problems.

One objective of map making is to recognize free spaces
where robots can move safely. For this objective, range
information is indispensable. Many previous works use laser
range finders (LRFs) to obtain range information [9]. LRFs
can provide very accurate range data; most LRFs in use,
however, provide only 2D range data on the scanning plane.
If an environment includes not only simple walls but also
obstacles with various shape, however, only 2D range data
are not sufficient for correct map making.

Stereo is a passive range sensor that can obtain 3D range
information and thus useful for map making in such an
environment. One drawback in using stereo for obtaining
dense range data is its relatively low reliability; frequent
matching failures may result in many spurious obstacles. If
an accurate ego-motion estimate is available or the total mov-
ing distance is short enough to avoid accumulated estimated
errors, however, it is possible to apply Bayesian inference to
filter out such spurious obstacles [10], [11], [12].

Local map joining [13] is a SLAM method which first
generates a local map from a set of data from several
consecutive frames, and then joins them to generate a global
map. The method detects local features such as walls to make
a local map. Such features are used for map joining using
EKF. The method thus requires such explicit features.

Map match SLAM [14] is a similar approach but from a
different standpoint. This uses a grid map as a medium for
incorporating various sensor data into the grid-based RBPF
framework. Although it is shown that sonar, stereo, and
monocular camera can be used by the method, the effect
of large uncertainty in range measurement to the resultant
global map is not discussed.

A hierarchical version of DP-SLAM [15] uses a resultant
map of the lower-level SLAM as an input to the higher-
level SLAM, mainly for reducing the necessary number of
particles for reliable mapping. This could fail to make a
consistent map if the lower-level map is not well constructed
due to large range data errors.

In this paper, we deal with a SLAM problem with uncer-
tain range data, which is a typical case for stereo-based range
measurements. Large uncertainty may cause a failure of
correct registration of data as well as ego-motion estimation.
We therefore take a similar approach to these map-based
SLAM methods, but put a more focus on the robustness to
large errors in range data.

Fig. 1 shows an overview of the proposed method, which is
composed of two stages. In the first stage, local maps, which
are robot-centered probabilistic occupancy grid maps, are
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Fig. 1. Overview of the hierarchical SLAM.

repeatedly generated from sequences of range data z stereo
t

and controls ut. In the second stage, an RBPF-based SLAM
is performed using the local maps z local map

t and the controls
as inputs in order to generate a global map in some fixed
coordinates. The method can generate a consistent map from
a low quality stereo range data sequence.

The rest of the paper is organized as follows. Sec. II
explains how to make local maps and Sec. III details the
RBPF-based global map generation. Sec. IV compares the
proposed and a previous method in a simulated environment
for various error rates of stereo range data to show the
robustness of the proposed one. Sec. V show experimental
results in a real environment. Sec. VI concludes the paper
and discusses future work.

II. LOCAL MAP GENERATION

A. Range data and ego-motion

The local map generation part calculates robot-centered
local maps from range data and ego-motion information.
Each set of range data is represented by a series of range
measurements for directions with a fixed interval. 2D range
finders usually provide this type of representation. In the case
of stereo, we extract the nearest distance in each column of
the dense depth map to obtain the same representation.

To integrate observations during the robot movement into
a robot-centered local map, we apply coordinate transfor-
mation to an observation sequence in order to map them in
the latest robot coordinates. We assume that the ego-motion
estimation is accurate enough for a short movement. If we
have an accurate odometry or other positioning systems, we
can use them; this is sometimes the case for indoor robots.

B. Integration of range data

We use the occupancy grid representation [12] for local
maps; each map holds the probability that an obstacle exists
there. We set the size of each cell to 50 [mm] × 50 [mm].
Bayesian inference is used for updating the maps [10]. The
procedure is briefly explained below.

For one observation, we classify the attribute of each cell
into one of the three categories: occupied, free, and unknown.
Occupied cells are the one with observed obstacles. Free
cells are between the occupied ones and the robot. Unknown
ones are behind the occupied cells where no information
is available in the observation of this time. Based on this
interpretation, we update each cell of the grid map as follows.

Let O be the event that an obstacle is detected; O occurs
at occupied cells; the inverse event O occurs at free cells.
Probabilities are updated for these two types of cells. Let

E be the event that an obstacle exists at a cell, and let
P (E) be the probability of the obstacle existence there. The
probability update is carried out by calculating either of the
following posterior probabilities:

P (E|O) =
P (O|E)P (E)

P (O|E)P (E) + P (O|E)P (E)
, (1)

P (E|O) =
P (O|E)P (E)

P (O|E)P (E) + P (O|E)P (E)
, (2)

where P (E) is the prior probability and E is the proposition
that an obstacle does not exist. Among the terms in the above
update equations, P (O|E) and P (O|E) are observation
models depending on the sensors used. Other terms can
be calculated from the models: P (O|E) = 1 − P (O|E),
P (O|E) = 1 − P (O|E), and P (E) = 1 − P (E). Each
grid is updated independently of the others (the independence
assumption).

C. Sensor models

P (O|E) is the probability that an obstacle is observed in
a cell when it actually exists there. In the case of stereo,
there is always a possibility that the correct stereo match is
not obtained depending on, for example, textures on obstacle
surfaces and lighting conditions. P (O|E) is the probability
that a spurious obstacle is observed at a position where no
obstacle actually exists; this corresponds to a false stereo
match. This probability also depends on similar factors. It is,
however, difficult to know the actual condition of a specific
position on an object surface.

Fig. 2 shows a few pairs of input and depth images.
Colors in depth images shows the depth of each pixels. Black
pixels in depth images indicate that no matches are obtained
for calculating the depth. Depth data for image set 1 is
mostly correct while those with image set 2 and 3 have false
matches. In addition, the number of pixels with calculated
depths varies from image to image. It is, therefore, difficult
to construct a parametrized model of stereo uncertainty. We
thus examine many images captured in the experimental
site and estimate the models. As a result, we obtain the
following values for our stereo system: P (O|E) = 0.54 and
P (O|E) = 0.1. A more detailed stereo error model, which
is used for simulation, will be described in Sec. IV-C.

D. Local map examples

Fig. 3 illustrates how errors in range data are filtered out
by temporal data integration in local map generation. The
top row is a sequence of input range data; this sequence
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Fig. 3. A sequence of input range data and generated local maps.

corresponds to the scene shown by input image 3 in Fig. 2.
Large spurious objects protruding towards the robot appear
in the leftmost input, although no such objects exist in the
actual scene. The bottom row of Fig. 3 shows the sequence
of generated local maps. The spurious objects are erased as
correct range data are input in the subsequent observations.

E. Frequency of local map generation

An important point of in the hierarchical SLAM approach
is how frequently local maps are generated and used for the
global map generation. To obtain a reliable local map, it
is desirable to integrate many observations. However, the
local map generation relies on the quality of ego-motion
estimation, which is carried out by dead reckoning using
odometry in our case and thus suffers from an accumulated
error in a long movement. It is also necessary to consider that
two subsequent local maps have to have a certain amount of
common areas so that odometry errors can be reduced by
local map matching in a SLAM framework.

Considering these points, we empirically determined the
number of observations to be used for local map generation
to be ten. In the current setting, we move the robot at about
0.34 [m/s] and the frequency of observation is about 2 [Hz];
the robot moves about 1.7 [m] for obtaining ten observations.

III. GLOBAL MAP GENERATION

A. Grid-based FastSLAM

The global map generation step uses a sequence of local
maps as observations and ego-motion estimation to make a
map in a fixed world coordinate system. We adopt a grid-
based FastSLAM algorithm [6] in this step.

The full SLAM problem is to estimate the following
posterior [1]:

p(x1:t, m | z1:t, u1:t), (3)

where x1:t is a sequence of robot poses, m is a map, z1:t

is a sequence of observations, and u1:t is that of control
commands. We then factorize this expression as follows:

p(x1:t, m | z1:t, u1:t)
= p(x1:t | z1:t, u1:t) · p(m |x1:t, z1:t). (4)

This factorization decomposes the full SLAM problem into
two sequential estimation problems: (1) estimating the robot
path using observation and control sequences and (2) making
a map with known robot path and observations. This greatly
reduces the computational cost of the SLAM problem.
Particle filters based on this factorization are called Rao-
Blackwellized particle filters (RBPFs).

B. Local map-based SLAM algorithm

Each particle has robot path (sequence of robot poses)
x1:t and global map m with accumulated likelihood w t. A
global map is also a probabilistic occupancy grid map. An
observation zt is a local map and a control command ut is
an estimate of ego-motion.

The local map-based SLAM algorithm is given as follows:

1. For each particle y
[k]
t−1 (k ∈ [1 . . . N ]) in particle set

Yt−1, do the following:

a. Retrieve pose x
[k]
t−1 from particle y

[k]
t−1, sample a

new pose x
[k]
t ∼ p(xt |x[k]

t−1, ut), and add it to
path:

x
[k]
1:t ← x

[k]
1:t−1 ∪ x

[k]
t . (5)

b. Calculate likelihood l [k] of the particle from the
degree of matching between observation z t (the
current local map) and m[k] (global map) with



new pose x
[k]
t , and update the accumulated like-

lihood:

w
[k]
t = w

[k]
t−1 ∗ l[k]. (6)

c. Update the global map m[k].
2. Do selective resampling [6]:

a. Calculate the weight of each particle as the nor-
malized likelihood.

b. Calculate the effective number of particles Neff :

Neff = 1/
N∑

k=1

(
ŵ

[k]
t

)2

, ŵ
[k]
t = w

[k]
t /

N∑
i=1

w
[i]
t (7)

c. If Neff < then sample N particles with replace-
ment using w

[k]
t as weights and reset all weights

to 1.0 after finishing the sampling; otherwise skip
the resampling step.

C. Map matching and map update

1) Likelihood calculation by map matching: The likeli-
hood of a particle is calculated in step 1b. The likelihood
depends on how well the local and the global map match
with each other. Since the obstacle cells are more important
for matching [14], and since the global map has more reliable
information than the local map, we see what percentage of
obstacle cells of the global map matches with those of the
local map.

We first extract obstacle cells from the global map m [k]

and the local map zt. Let S be the set of obstacle cells in
the global map within the overlapping region of both maps;
the region is calculated using new pose x

[k]
t . We examine

each cell in the local map corresponding to S and count the
number n of the obstacle cells. The likelihood l [k] is then
given by:

l[k] = exp {−k · (n/|S|)} , (8)

where k is a parameter (currently set to 50).
2) Global map update: A global map is updated similarly

to the case of local map update. In the case of local map, we
classified the attribute of each cell into occupied, free, and
unknown based on the observed obstacles and their position
in the robot local coordinate system. We similarly classify
the cells of the local map into the three classes using two
thresholds (currently, 0.7 and 0.2). After the classification,
we use eqs. (1) and (2) for updating the global map.

IV. SIMULATION RESULTS

This section describes comparison of the proposed and
a previous method (i.e., an ordinary grid-based FastSLAM
[6]). To compare them in various error rates of stereo range
data, we develop a simulator with a stereo error model.

A. Simulation setting

We use a simulated environment of 18 [m] × 18 [m], as
shown in Fig. 4(a). The black region corresponds to free cells
and white regions to occupied ones. A simulated robot moves
around in this environment and obtains stereo and odometry
data sequences. Fig. 4(b) is the ideal map to be obtained by
perfect sensors. White, black, and blue regions correspond
to occupied, free, and unknown cells, respectively.

(a) Simulation environment. (b) Ideal map.

Fig. 4. A simulation environment and the ideal map.

B. Map quality evaluation

The quality of a map is evaluated by the dissimilarity
between the map and the ideal one. The dissimilarity E is
defined by:

E =
∑

(i,j)∈S
diff(i, j), (9)

diff(i, j)=

⎧⎪⎪⎨
⎪⎪⎩

0 g(i, j) = −1
0.1 g(i, j) �= −1 and

t(i, j) = −1
|g(i, j)− t(i, j)| otherwise

,(10)

where g(i, j) and t(i, j) indicates the probability of cell (i, j)
for a generated and the ideal map, respectively. Value −1
is set to cells with no information. For a certain range of
robot pose (i.e., two translational and one rotational values),
we search for the minimum dissimilarity and the minimum
value is used as the dissimilarity between the pair of maps.

C. Stereo error model for generating simulation data

Many stereo uncertainty models have been developed so
far. Most of them are, however, for modeling range data
perturbation due to, for example, the quantization error of
pixels (e.g., [16], [17]). Although some works propose other
types of errors such as false correspondence of feature points
[18], they are not for simulating the stereo data generation
process.

While the quantization errors do not have large effects on
the mapping quality, errors due to false correspondence do.
We thus examined how these errors appear in stereo range
data and constructed a stereo error model which covers both
types of errors. The field of view is 66 [deg.] and the depth
range is 0 ∼ 8 [m] for the stereo camera used. The two types
of errors are modeled as follows.

The error in depth measurement is modeled by a normal
distribution, the mean and the variance of which are zero
and two percentage of the measured value, respectively.

The large error due to false correspondence usually does
not appear in a systematic way. As the result of examination
of actual stereo data, we found such errors occur not at
each pixel independently but occur as a block, which is a
continuous region in stereo range data. Some examples are
shown in the “input range data” row in Fig. 3. The mean and
the standard deviation of such depth errors are 4.886 [m] and
1.773 [m], respectively, in the data taken in our experimental
site. These values are used for generating false depths in the
model. The size of the block was between 5 ∼ 10 [deg.]
in angle, and it becomes smaller as the depth increases. We
thus model the error in the size of block as follows. For false



Fig. 5. The robot trajectory for data collection.
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Fig. 6. Comparison in computation time.
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Fig. 7. Comparison in map quality.

depth d [m], the size follows a normal distribution with the
standard deviation being 3 [deg.] and the mean being

5(8− d)
8

+ 5 [deg.]. (11)

The position of the block is determined randomly in the field
of view. Since the number of occurrence of false matches per
frame was about one in average, we put one false block in
each stereo range data in simulation.

D. Simulation data generation

The robot moves on a predetermined route and calculates
the odometry values and the stereo data every 200 [mm]
travel. The errors in odometry are added to the calculated val-
ues; the standard deviations are 20 [mm] in the translational
components and 0.7 [deg.] in the rotational one, which are
determined from the experimental data. The errors in stereo
data are added by following the stereo error model described
in the previous subsection.

E. Comparison results

This subsection describes comparison results using the
data of 785 measurement positions obtained by moving the
robot on the trajectory shown in Fig. 5.

1) Changes of computation time and quality due to change
of the number of particles: Fig. 6 compares the computation
times for map generation with different numbers of particles;
the values are the averaged ones for five runs. The proposed
method is much faster because the SLAM step is performed
only when each local map is generated. Fig. 7 compares
the quality of the maps. The vertical axis indicates the
dissimilarity of the generated map and the true one. The
proposed method outperforms the previous one both in the
computation time and the map quality.

2) Changes of map quality due to change of the degree of
stereo errors: Most methods can generate a nice map with
high-quality data, but will soon be degraded with low-quality
data if they are not robust. We therefore compares the two
methods with various error rates in stereo data.

In order to change the data quality, we use the following
expression for the mean of the size of the block with a false
depth being

3α(8− d)
8

+ 3α [deg.], (12)
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(a) previous method

(b) proposed method
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Fig. 9. Comparison of generated maps.

where α is a parameter to control the data quality and setting
3α = 5 makes this expression be the same as the previous
one (see eq. (11)).

Fig. 8 shows the change of map quality for various α’s.
The map quality decreases as the data quality decreases in
both methods, but the proposed one is more robust than
the previous one. Fig. 9 shows the generated maps for both
methods with various α’s. This also illustrates the robustness
of the proposed method.

V. EXPERIMENTAL RESULTS FOR REAL DATA

We performed SLAM experiments in an actual office
environment. Fig. 10 shows the experimental room with
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Fig. 11. Comparison in global map generation using real data.

the size of 12.0 × 7.5 [m]. Many desks, chairs, and other
furniture are naturally placed throughout the room. We use
a robot with a stereo camera (MiniBEE by ViewPlus) with
an encoder-based odometry system. We manually moved the
robot on an arbitrary path to take sensor data.

Fig. 11 shows the generated maps for the previous and the
proposed method. Both maps represent roughly the shape
of the room but the one by the proposed method is more
consistent with the actual room.

VI. CONCLUSIONS AND FUTURE WORK

This paper has described a hierarchical SLAM method
for uncertain range data. The method continuously generates
local maps by integrating consecutive observations and then
uses them as inputs to the higher-level SLAM process to gen-
erate a global map. By filtering out many spurious obstacles
existing in the input range data in the local map generation
process, the SLAM process can run without failure.

We first tested the proposed method using a simulation
environment. We analyzed how errors in stereo data are
generated to make a stereo error model and use it in
simulation. Using the various simulation data, we compare
our method with a grid-based SLAM method to show its
robustness against low-quality range data. We also compares
the methods for mapping in a real environment.

We currently use only range data from stereo. Although
range data are especially useful in space recognition, other
data such as image features are also useful in mapping. Since
many visual SLAM techniques have been developed, inte-
grating visual features and range data obtained from a stereo
camera for more robustness is a future work. Simultaneous
use of stereo and laser range finder is another future work.

Since stereo and a laser range finder have complementary
characteristics [10] in terms of reliability/accuracy and field
of view, integrating them would enhance the robustness and
the accuracy of the map.
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