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Abstract— This paper describes a panoramic view-based
navigation in outdoor environments. We have been developing
a two-phase navigation method. In the training phase, the
robot acquires image sequences along the desired route and
automatically learns the route visually. In the subsequent
autonomous navigation phase, the robot moves by localizing
itself by comparing input images with the learned route
representation. To be robust to changes of weather and
seasons, an object-based comparison is adopted. Our previous
method applied a support vector machine (SVM) algorithm
to object recognition and localization and exhibited a satisfac-
tory performance but was sometimes sensitive to the variation
of the robot’s heading. This paper thus extends the method to
use panoramic images. By searching the image for the region
which matches the model image the most, a new method
can considerably improve the localization performance and
provide the robot with globally correct directions to move.

Index Terms— Outdoor mobile robot, Panoramic vision-
based localization, Support vector machine.

I. INTRODUCTION

Navigation in outdoor environments has been an im-
portant problem in mobile robotics. One of the key tech-
nologies for reliable navigation is the localization of mo-
bile robots. Many approaches have been proposed so far.
Distinctions among these approaches can be made with
respect to whether an environment map is used, whether
robot positions with respect to some scene coordinate frame
are sensed and utilized, and whether non-vision sensors
like GPS are used. In this paper we take the stance that
because GPS-based approaches are known to be unreliable
in some situation and map-based approaches often require
considerable efforts for creating and maintaining the maps,
vision-based techniques are necessary.

Our approach is entirely vision-based and map- and
coordinate system-free. During a training run, our robot
acquires image sequences along the desired route, auto-
matically learns the route visually, and stores this learned
representation of the route for subsequent autonomous
navigation. Such two-phase approaches have been pro-
posed, many of which are view-based (e.g., [9], [10], [3]).
The most difficult part of this approach is finding the
most appropriate internal representation (including feature
selection) and an appropriate learning algorithm which is
capable of generating this internal representation. A simple
image comparison-based approach does not suffice because
views of objects change much in outdoor environments. It
is, therefore, necessary to use an object-based matching [9]
or to obtain training data in various weather and seasons.

Another vision-based approach is to fully rely on local
visual features such as road boundaries [6], [4], but such
features are not always available in outdoor environments.

Many vision-based learning and representation methods
are not free from the manual setting of threshold values
and parameters. Towards a fully automatic model learning,
we have been developing a support vector machine (SVM)-
based localization method that does not require such man-
ual setting at all [12]. Support vector machine [14] has been
successfully applied to many object recognition problems
such as 3D object recognition [13], face recognition [5],
and pattern matching-based tracking [1].

In our approach, after a feature extraction phase, feature
vectors are learned with an SVM algorithm. During the
navigation/localization phase, features are extracted in the
same way and classified by the trained SVM, producing
estimates of robot location along the route. This method
is implemented as a two–stage process in which one
SVM is employed for general scene feature learning and
classification, while another SVM is used for learning and
classifying scene locations based on the feature classifica-
tion results from the first SVM.

Our previous SVM-based localization method exhibited
a sufficient localization performance with reasonable ro-
bustness to the change of weather and the seasons [12].
However, it used a conventional camera and thus was
sensitive to the variation of the robot’s heading; a small
difference between headings in the training and the lo-
calization/navigation phase sometimes caused localization
failure. In this paper, therefore, we extend the method to
use panoramic images. We search the panoramic image,
like the one shown in Fig. 1, for the region which matches
the model image the most. This considerably improves
the localization performance. We also use the position
of the best-matched region to determine globally-correct
directions to move.

There have been several panoramic view-based local-
ization methods [8], [11]. Most of them are, however,
for indoor environments and probably difficult to apply to
outdoor environments with large changes of object views
due to the change of weather and seasons.

In the following sections, we first briefly describe our
previous SVM-based localization method and its draw-
backs. We then explain the extension of the method
to the panoramic images and show the improvement of
localization performance by experiments. We also show
experimental result of autonomous navigation.
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Fig. 1. An input panoramic image, taken by LadyBug2 (Point Grey Research Inc.).
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Fig. 2. Two-stage localization using SVMs [12].

II. SVM-BASED LOCALIZATION

This section briefly reviews our two-stage SVM-based
localization method. Refer to [12] for more details.

A. Two-Stage Localization

Fig. 2 shows the process of our SVM-based localization.
The process is divided into two stages: object recognition
and localization.

At the first stage, objects in the image are recognized.
Image features such as color and edge density of small
windows in input images are extracted; a set of such feature
values constitutes a feature image. This feature image is
then sent to a set of SVMs, each of which is trained to
recognize objects of a specific class. The output of an
SVM is an image representing the location of the detected
objects in the image. The output vectors from all SVMs
are concatenated to produce the final recognition result.
The change of object views due to the change of weather
and seasons is handled at this stage, by training SVMs with
object images taken under various conditions.

Given this recognition result, robot localization is carried
out at the second stage. We train a set of SVMs, each of
which can discriminate one given location from the others.
The discrimination is based on the recognition results (i.e.,
the concatenated vectors) from the first stage, not on raw
images, so that the localization becomes robust in outdoor
environments.

To see if the robot is at a specific location, the input
image is tested with the SVM trained for the location.
When the robot follows a learned route, for example, the
robot switches the SVMs for localization one after another.
In this case, only one SVM is used at a time.

We use SVMlight [7] as the actual SVM software.

B. Object Recognition

1) Objects to be Recognized: We are interested in
navigation in urban environments such as our campus. We

use buildings, trees, and the sky, which are relatively large
and stationary, as object to be used for localization. We
recognize the following four kinds of objects:

• Trees with leaves. Seasonal color changes of leaves
are allowed. Labeled as tree region.

• Trees without leaves. Only branches are observed.
Labeled as tree region.

• Sky and building walls that are observed as uniform
regions in the image. Labeled as uniform region.

• Building windows and boundaries that are observed
as strong straight line segments in the image. Labeled
as building region.

2) Features Used for Object Recognition: We use the
image of 304 × 235 pixels as the model. Since the above
objects exist in the upper-half part (304 × 128 pixels) of
the image, we divide that part into a set of small windows
(of 16× 16 pixels), examine colors and edges within each
window, and classify the windows into one of the objects.

The image features we use for object recognition are
the following: (1) three components of normalized color
(r, g, b), (2) edge density, (3) the degree of distribution of
edge directions, measured by using circular statistics [2],
and (4) the degree of existence of line segments, measured
by the maximum value of voting in the hough space for
the edge points in a window.

The sextuplet of the above feature values are obtained
for each window. An input image is thus converted into a
19 × 8 array of the sextuplet. This array, called a feature
image, is the input to the SVMs for object recognition (see
Fig. 2). SVMs for trees without leaves and building region
use all components while those for the other objects use
the first four components for recognition.

3) Training SVMs for Object Recognition: We use one
SVM for each object class. In order to collect training data,
we examined image data captured on our campus in various
annual seasons and under various weather conditions, and
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Fig. 3. Recognition results.

manually selected, for each object class, about 300 win-
dows for which only the single object class was present
per window. These windows were then converted into the
sextuplet of feature values. We finally have four sets of
sextuplets for four object classes.

In order to train one SVM per class, we use all sex-
tuplets (or quadruplets) of the corresponding set as pos-
itive samples, and randomly select the same number of
negative samples from all windows not containing positive
samples. We use the SVM with RBF kernel (K(x1, x2) =
exp(−γ||x1 − x2||), γ = 50) for object recognition. The
time for SVM learning using 600 samples is less than
0.2 [s] for one object class.

Each SVM receives a sextuplet of feature values and
returns value one (if the output is positive) or zero (other-
wise). Since the size of feature images is 19× 8, the SVM
produces a 152-dimensional 0-1 vector, called a feature
vector (see Fig. 2).

4) Recognition Results: Fig. 3 shows the recognition
result for the image shown in Fig. 1. Each block with
× mark indicates the recognition result (tree, uniform,
or building) for a window. The performance of object
recognition is comparable to our previous method [9] which
uses many parameters and thresholds to be tuned manually.

C. Localization

The second stage performs localization by SVMs using
the object recognition results of the first stage (see Fig.
2). The first stage outputs three feature vectors (152-D
0-1 vectors) because we have three kinds of labels, tree,
uniform, and building regions. We concatenate the vectors
into one 456-D 0-1 vector and use it as the input to the
SVMs for localization (or 912-D vector if we use both the
front and the back region for localization, see Sec. V-B).

1) Generating Training Data for SVM learning: We
prepare one SVM for each specific location, set along the
robot’s route. Each SVM is trained by declaring the data
taken near the location as positive samples and the data at
other locations as negative ones. The detailed process of
generating training data is as follows (see Fig. 4).

For each location, we consider the robot is there if it
is within a certain distance from the location on the route
(called positive zone). We use np consecutive images taken
inside the positive zone as positive samples. We set buffer
zones before and after the positive samples, and pick up nn

images from the remaining frames in regular intervals for
negative samples. These positive and negative samples are
used to train the SVM for the location. For other locations,
we perform the sample selection and learning in the same
manner. We use the linear SVM for localization.
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Fig. 4. Making training data for localization SVM.

In the experiments described below, we moved the
robot at 0.8 [m/s] while taking panoramic images every
1.5 [s]. As a result, np becomes six (this corresponds to a
movement of about 7 [m]) and we set nn = 50. For this
set of samples, the time for SVM learning for one location
is about 0.24 [s].

2) Localization by SVM: An SVM outputs positive
values if the input is judged as a positive sample. To see if
the robot is at a given location, we give the concatenated
feature vector, generated from the current input image, to
the SVM for that location and see if its output is positive.
We also use the output value itself, what we call SVM score,
to see how near the robot is to the location; SVM score is
actually a signed distance to the seprating hyperplane.

III. DRAWBACKS OF THE PREVIOUS METHOD

We used a conventional camera with about 50◦ field-
of-view in the previous paper [12]. This made the method
be sensitive to the variation of the robot’s heading. On
a usual road with a limited width or lanes, the heading
of the robot is almost constant as long as it is properly
controlled to follow the road, and thus the difference
between the captured part of the scene in the training
and the localization/navigation phase is limited. When the
robot moves in a wide space such as a parking space,
however, the heading variation may become large, and this
may cause a large amount of degradation of localization
performance because SVM-based recognition methods tend
to be weak to image shifts.

Fig. 5 shows an example of localization failure. The
graph in the figure shows the change of SVM score for the
test image sequence, which was taken on the route shown
in Fig. 6, against a location model on path segment (f)-(g)
in the figure. The top-left image is one of the images at
the location. The top-right image is the one which gets the
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Fig. 6. The route used for experiment.

highest SVM score. The robot passed the location twice
and, at the corresponding frames (around A and B in
the figure), the score is higher than others; however, the
maximum score is negative (i.e., not recognized correctly)
and the peaks are not clear.

In addition, the method using a conventional camera can
only determines if the robot is at a specific location but
cannot provide information to direct the robot.

IV. LOCALIZATION USING PANORAMIC IMAGES

A. Search for the Best-Matched Region

We search the input panoramic image for the region
which matches the model image the most. The size of the
panoramic image is 1800 × 235 pixels. We horizontally
move a region of 304×128 pixels, which has the same size
as the model images, along the upper half of the panoramic
image, and calculate the concatenated feature vector at each
position. We then calculate the SVM score for each feature
vector and choose the highest score as the score of this
panoramic image.

The graph in Fig. 7 shows the change of the maximum
SVM score for the same test run and the same loca-
tion model shown in Fig. 5. This graph shows two very
sharp positive peak over. The image in Fig. 7 shows the
panoramic image at the second peak frame with the best-
matched region on it.

B. Evaluation of Localization Performance

We use the following two evaluation criteria.
(1) Recognition ratio: the ratio of numbers of locations
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Fig. 7. Effect of using a panoramic camera.

(a) training image, Nov. 12, 2005, 11am, sunny.

(b) test image, Dec. 28, 2005, 4pm, cloudy.

Fig. 8. Samples of training and test images.

the locations versus the total number of locations. This
applies to the case where the robot verifies whether it is
on a predicted location (i.e., position tracking).

(2) Highest-score ratio: the ratio of the number of
locations at which the positive and the highest scores are
obtained by the SVMs in charge for the locations versus the
total number of locations. This applies to the case where
the robot has to localize itself without any prior knowledge
(i.e., global localization).

We compare the proposed method with our previous
methods for the route shown in Fig. 6. The training (model)
image set was obtained on Nov. 11, 2005 at 11am (sunny);
the test image set for the panoramic camera was obtained
on Dec. 28, 2005 at 4pm (cloudy). Fig. 8 shows a pair of
images, one from the training set and the other from the
test set, taken at almost the same location. We can observe
view changes at many places. The most significant change
is the tree at the center; it has leaves in the model image
but loses them in the test image.

We selected 50 locations on the route and examined
the localization performance based on the above criteria.
Table I summarizes the result of comparing the new method
with the SVM-based method using a conventional camera
[12] and the method using hand-crafted object models [9].
The new method considerably outperforms the previous
method using a conventional camera. The method using
hand-crafted object models measures how well the regions
of each object are matched between the learned and the
test images, and decides the success of matching using
a threshold for the measured value. That method uses a
relatively loose threshold for a high recognition ratio at the
cost of a lower highest-score ratio. The new SVM-based
method using a panoramic camera also outperforms that
method especially in the highest-score ratio, without using



TABLE I

COMPARISON OF LOCALIZATION METHODS.

Recognition ratio Highest-score ratio

SVM (panoramic) 96% 96%

SVM (conventional)[12] 88% 78%

Hand-crafted models [9] 95% 57%

any parameters and threshold values to be adjusted.

V. DETERMINING TARGET DIRECTION USING

PANORAMIC IMAGE

A. Use of the Position of the Best-Matched Region

Using panoramic images has another advantage that the
direction to move (target direction) can also be determined
from the position of the best-matched region.

This target direction determination can also apply to the
case of turning corners. If we use a conventional camera,
we need to pan the camera at corners so that it can capture
the view after turning to determine the timing of starting
turning [9]. Since the panoramic image already contains
such a view, the robot can determine which direction to
turn without moving the camera. Fig. 9 shows a result of
determining the target direction. The steep peak of SVM
score indicates the target direction.

B. Use of Front and Back Images

The accuracy of the target direction depends on the
distributions of recognized objects in the image. When the
region around the target direction is occupied by objects
of a kind, many directions may have high SVM scores.
The dashed line in the graph in Fig. 10 shows such a case;
its peak is not sharp and the ambiguity in determining the
target direction is large.

To cope with this, we use a pair of regions, one is for
front and the other is for back of the robot. Two regions
are placed so that they are exactly 180 degrees apart from
each other as shown in Fig. 11. Each region outputs a 456-
D feature vector (see Sec. II-C) and a concatenated 912-D
feature vector from two vectors is used for localization and
direction determination. The solid line of the graph in Fig.
10 shows the result of determining the target direction; the
SVM output now exhibits a sharp peak.

VI. NAVIGATION EXPERIMENTS

We performed navigation experiments using our mobile
robot (see Fig. 12).

A. Testing the Navigation Ability on a Long Route

We examined whether the proposed method can localize
the robot and can indicate the globally-correct directions
using the test image set mentioned above. The location
models are switched one after another as the robot moves
by 7 [m]. The processing time for one image including
image processing, localization, and target direction deter-
mination is about 0.9 [s] with a PC (Pentium 4 (2.2GHz)).

Fig.13 shows images with determined target directions
at several positions on the route. The total number of
frames captured is 322. The proposed method succeeded
in localization (i.e., output positive SVM scores) for about
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Fig. 12. Our mobile robot.

84% of the frames. The average length of consecutive
failure frames is 2.4; such an occational failures can be
handled by deferring the localization decision for a few
frames. In addition, the method succeeded in determining
correct target directions, which are within ±15 [deg] of the
center of the model images, for about 98% of the frames.

Fig. 14 is the outputs of all location models for all input
images acquired in the test run; only positive outputs are
drawn. The figure shows that since the support of each
output is localized within a short period of time, it seems
possible to automatically switch the location models using
the output of the models of neighboring locations.
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Fig. 13. Localization and direction determination results on the route shown in Fig. 6. Red lines indicate the determined directions.
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Fig. 15. Navigation experiment.

B. Autonomous Navigation on a Short Route

We performed an autonomous navigation experiment on
a wide but short route. Fig. 15 shows snapshots of the
navigation. The robot successfully moved by about 100 [m]
using the proposed navigation method. This result shows
the potential effectiveness of the method.

VII. CONCLUSIONS AND DISCUSSION

This paper describes a novel navigation method in
outdoor environments based on support vector learning
with panoramic images. The method employs a two-stage
localization process in which one SVM is employed for
general scene feature learning and classification, while
another SVM is used for learning and classifying scene
locations based on the feature classification results from
the first SVM. By searching the panoramic image for the
region which matches the model, the method can cope
with the variation of the robot’s heading in the training
and the localization/navigation phase, and thus realizes a
considerable improvement of the localization performance
compared to the previous method. The method can also
provide the robot with globally-correct target directions.

Although the method can guide the robot globally, it is
necessary to locally guide it for safe navigation by using,
for example, road detection methods. We are currently
working on developing a method of detecting traversable

regions; a future work is to combine this method with the
proposed SVM-based method to realize a long navigation.
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