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Abstract—This paper describes a stereo-based person track-
ing method for a person following robot. Many previous works
on person tracking use laser range finders which can provide
very accurate range measurements. Stereo-based systems have
also been popular, but most of them are not used for controlling
a real robot. We previously developed a tracking method which
uses depth templates of person shape applied to a dense depth
image. The method, however, sometimes failed when complex
occlusions occurred. In this paper, we propose an accurate,
stable tracking method using overlapping silhouette templates
which consider how persons overlap in the image. Experimental
results show the effectiveness of the proposed method.
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I. INTRODUCTION

Following a specific person is an important task for ser-
vice robots. Visual person following in public spaces entails
tracking of multiple persons by a moving camera. There have
been a lot of works on person detection and tracking using
various image features and classification methods [1]–[4].
Many of them, however, use a fixed camera. In the case of
using a moving camera, foreground/background separation
is an important problem.

This paper deals with detection and tracking of multiple
persons for a mobile robot. Laser range finders are widely
used for person detection and tracking by mobile robots [5],
[6]. Image information such as color and texture is, how-
ever, sometimes necessary for person segmentation and/or
identification. Omnidirectional cameras are also used [7],
[8], but their limited resolutions are sometimes inappropriate
for analyzing complex scenes. Stereo is also popular in
moving object detection and tracking [9]–[11]. In these
works, however, occlusions between people are not handled.

Ess et al. [12], [13] proposed to integrate various cues
such as appearance-based object detection, depth estimation,
visual odometry, and ground plane detection using a graph-
ical model for pedestrian detection. Although their method
exhibits a nice performance for complicated scenes, it is still
costly to be used for controlling a real robot.

Some methods to track multiple objects by using Particle
Filter are proposed [14]–[16]. In these methods, tracking of

multiple interacting targets is realized by adding a prob-
abilistic exclusion principle. Khan et al. [15] deal with
tracking of multiple interacting insects. Since the targets’
movements are restricted on a 2D plane and seen from
above, complex occlusions hardly occur. Tweed and Cal-
way [16] realize a tracking of many flying birds by setting
links between the overlapping targets. They deal with the
case where most part of each bird is visible although small
occlusions between wings occur very often. In our case,
since the images are taken from a camera on a mobile
robot, complex and complete occlusions frequently occur.
We, therefore, use distance information for discriminating
and tracking multiple persons. Especially, we propose to use
an overlapping silhouette template for accurately and stably
tracking multiple interacting persons.

II. MULTI-PERSON TRACKING USING STEREO

A. Person tracking based on distance information

To track persons stably with a moving camera, we use
depth templates [17], which are the templates for human
upper bodies in depth images (see Fig. 1); we currently use
three templates with different direction of body. We made
the templates from the depth images where the target person
was at 2 [m] away from the camera. A depth template is a
binary template, the foreground and the background value
are adjusted according to status of tracks and input data.

For a person being tracked, his/her predicted scene posi-
tion is available from the state variable (see Sec. II-B). We
thus set the foreground depth of the template to the predicted
depth of the head of the person.

Concerning the background depth, since it may change
as the camera moves, we estimate it on-line. We make the
depth histogram of the current input depth image and use the
Kth percentile as the background depth (currently, K =90).

For a depth template T (x, y) of H×W pixels and the
depth image ID(x, y), the dissimilarity d is calculated as
follows.

d =
1

HW

√∑
p

∑
q

[T (p, q) − ID(x+p, y+q)]2 .
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Left Front Right

Figure 1. Depth templates

(a) Input image (b) Depth image

Figure 2. Detection example using depth templates

Figure 3. Definition of coordinate systems

We use the three templates simultaneously and take the one
with the smallest dissimilarity as a matching result.

Figure 2 shows an example of detection using the depth
templates. Three rectangles in the depth image are detection
results with the three templates, and the one with the highest
evaluation value is shown in bold line. Even when the
direction of the body changed, it is possible to detect person
stably by using multiple templates.

B. Estimation of 3D position using Particle Filter

Figure 3 illustrates the coordinate systems attached to our
mobile robot and stereo system. In the robot coordinate sys-
tem, the person’s position at time t is defined as (Xt, Yt, Zt).
The state variable xt is defined as

xt = [ Xt Yt Zt Ẋt Ẏt ]T ,

where Ẋt and Ẏt denote velocities in the horizontal plane.
We assume the vertical position is constant. The state
equation is given by

xt+1 = F txt + wt.

We estimate the 3D position of each person by using
Particle Filter. The likelihood L of each particle is calculated

Figure 4. Procedure of tracking using an overlapping silhouette template

based on the dissimilarity described in Sec. II-A.

L =
1√
2πσ

exp
(
− d2

2σ2

)
.

Person’s position is calculated by the weighted average of
particles. We use an OpenCV implementation of Particle
Filter.

C. Multi-person tracking using overlapping silhouette tem-
plates

To track the close persons with stability, we make overlap-
ping silhouette templates which consider overlap of persons
on the image. Each person which is isolated from other
persons is independently tracked by using N particles. When
two persons, say A and B, approach each other and an
overlap occurs, a new combined state vector xAB

t for both
persons is made from the respective ones xA

t and xB
t .

xAB
t =

[
xA

t

xB
t

]
.

When the number of particles of each person is N , the
total number of combined state is N × N . Because the
calculation cost for all the combinations is too large, we
use only particles with large likelihood values among each
person’s particles. We set the number of each person’s
particles to N =100, and the number of combined particles
to NAB = 25×25 in the experiment. An initial likelihood
of the combined particle is set as LAB = LALB . The state
equation is as follows.

xAB
t+1 =

[
F t 0

0 F t

]
xAB

t +

[
wt

wt

]
.

Figure 4 shows the procedure of tracking using an over-
lapping silhouette template. The template of each combined
particle is made in consideration of the states of two persons.
The relative position in the image coordinates is calculated,
and the individual template of the person near the camera is
overwritten on that template of the far person. The values for
the foregrounds and the background are set similarly to the
case of one foreground case in Sec. II-A. Only one template
among three (see Fig. 1), corresponding to the estimated
movement direction is used for reducing the number of
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Figure 5. Comparison of tracking results with overlapping silhouette
templates (drawn by white frame) and with individual templates (drawn
by blue or red frame)

combined templates. The overlapping silhouette template is
matched to the depth image, and the likelihood LAB is
calculated.

When the distance between persons A and B exceeds a
threshold, the state variable xAB

t is separated into xA
t and

xB
t using the N particles with the largest likelihood values

among NAB particles.
Figure 5 shows the comparison of tracking results with

overlapping silhouette templates and with individual tem-
plates. In the tracking with individual templates, the es-
timated position of the far person (drawn by red) is not
accurate because a part of his silhouette had hidden by the
near person (Fig. 5 left). In addition, when one person was
fully occluded, the wrong one was tracked (Fig. 5 right).
On the other hand, the persons were tracked accurately with
overlapping silhouette templates because these consider the
overlap of persons.

III. EXPERIMENTAL RESULT

We have implemented the proposed method on a People-
Bot (by Mobile Robots) with a Bumblebee2 stereo camera
(by Point Grey Research) for the experiments (see Fig. 3).
A note PC (Core2Duo, 3.06 [GHz]) performs all processes
including stereo calculation, person detection and tracking,
and robot motion control. The processed image size is
512×384.

Figure 6 is a result of tracking using off-line images taken
at 10 [fps]. Each pair of circles with white edges shows a
tracking result by using the combined state variable. Even
when the directions of movement of a person changed while
occluded by another person (for instance, person B at #180
and person A at #318), he was tracked correctly. This is
most probably because a sufficient variety of hypotheses
were generated and evaluated in consideration of the overlap
of persons.

Table I shows the comparison of tracking results for 60
occlusion cases (12 case were tested five times respectively).
Each test data set is the off-line images in which two person
approach each other, intersect, and then part. These include
various changes in direction and speed of movement. Each
person’s position (ground truth) in each frame was given
manually. We counted success cases where every person was

Table I
COMPARISON OF TRACKING RESULTS

CONCERNING THE NUMBER OF PARTICLES

(a) using only individual templates

number of success positional processing
particles rate error time

N =100 73.3 [%] 9.56 [pixel] 248 [ms]

N =200 75.0 [%] 9.95 [pixel] 383 [ms]

(b) using overlapping silhouette templates

number of success positional processing
particles rate error time

NAB = 15×15 86.7 [%] 7.09 [pixel] 226 [ms]

NAB = 20×20 90.0 [%] 6.74 [pixel] 314 [ms]

NAB = 25×25 93.3 [%] 6.64 [pixel] 436 [ms]

NAB = 30×30 90.0 [%] 6.53 [pixel] 568 [ms]

NAB =100×100 91.7 [%] 6.43 [pixel] 4993 [ms]

tracked correctly at all frames and calculated the success
rate. The averages of the 2D positional error and the time
of processing a frame were calculated for only the success
data sets. Using overlapping silhouette templates makes the
tracking far more accurate and stable than the individual
template-based tracking.

Figure 7 shows a result on control of mobile robot follow-
ing a specific person. The robot moved toward person A who
was detected first. Even when person B passed between the
robot and person A, the target person was correctly tracked.

IV. CONCLUSION

This paper has described a method of tracking multiple
persons by using distance information obtained by stereo.
We realized an accurate and stable tracking using overlap-
ping silhouette templates. In future work, we should speed
up processing in order to deal person’s quick movement.
We will also deal with more complex scenes where a new
person appears from the behind of the tracked persons by
enhancing the overlapping silhouette templates.
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