A Wearable Visuo-Inertial Interface for Humanoid Robot Control
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Abstract—This paper describes a wearable visuo-inertial interface for humanoid robot control, which allows a user to control motion of a humanoid robot intuitively. The interface composed of a camera and inertial sensors and estimates body motion of the user: movement (walk), hand motion, and grasping gesture. The body motion (walk) estimation is performed by a combination of a monocular SLAM and a vision-inertial fusion using an extended Kalman filter. The hand motion is also estimated by using the same motion model and sensor fusion as the body motion estimation. The estimated motion was used to operate the movement or arm motion of the humanoid robot. We conducted the experiment on robot operation. The results revealed that the user intuitively controlled the robot and it responded to the operator commands correctly.
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I. INTRODUCTION

Service robots are expected to support human in various everyday situations. However it is difficult to give a robot a complete set of required skills and knowledge to achieve tasks in advance. On-site teaching is an effective way to transfer the skills and the knowledge to the robot.

In this paper, we adopt human body motion to teach robot motion as a natural and intuitive method. Such a method for supervising the robot’s motion can be realized through capturing the human motion. There are several methods for measurement of human motion: by motion capture system, by environmental cameras [1], or through attachment of many sensors to the user’s body [2] [3]. These approaches have several limitations such as narrow field of view and equipment that is difficult to wear.

For estimation of user’s body motion we developed a wearable interface with a camera and two inertial sensors. The information from these sensors is used to estimate body movement (walk) and hand motion of the user. The estimated body movement and hand motion is used to operate the movement and arm motion of a humanoid robot. We implemented an experimental system and successfully applied it to controlling the humanoid robot.

II. SYSTEM OVERVIEW

The robotic system is composed of the body motion estimation interface and the mobile humanoid robot system.

Fig. 1. User with the body motion estimation interface.
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(a) Humanoid robot, a Hiro on an omni-directional mobile base.

(b) System diagram of the robot system using OpenRTM, with the major inputs, outputs, and services.

Fig. 2. Robot and software system.

For estimation of user’s body motion we developed a wearable interface with a camera and two inertial sensors. The information from these sensors is used to estimate body movement (walk) and hand motion of the user. The estimated body movement and hand motion is used to operate the movement and arm motion of a humanoid robot. We implemented an experimental system and successfully applied it to controlling the humanoid robot.
of the mobile base is controlled by OmniVehicle. OmniLRF and VehicleVelocityFilter are used for detection of collision with obstacles by using the laser range finders (Fig. 2a).

III. BODY MOTION ESTIMATION INTERFACE

The interface (Fig. 1) is based on the body motion estimation method which we have developed [4]. This method combines a monocular SLAM [5] with a vision-inertial fusion using an extended Kalman filter [6] for both movement and hand motion estimation. By the vision-inertial sensor fusion, a drift-less and robust movement estimation is realized without any environmental sensors.

The previous system used a Wii remote with a visual marker for hand motion estimation. In this system, we estimate the hand motion without any markers. The new method detects the hand in the camera image based on skin color and pairs of edges which lie in a predetermined finger width [7]. It can also detect the grasping gesture by analyzing the edge intensity in the hand region (Fig. 3c, d).

IV. EXPERIMENTAL RESULT

We carried out an experiment of the robot operation using the interface. Fig. 3 shows the experimental procedure. In this experiment, the user wearing the interface walks and moves his hand simultaneously. The interface estimated the user’s motion successfully (see the middle column of Fig. 3) and sent the estimated poses and the grasping gesture to the robot. The robot then followed the user’s motion correctly (the left and the right column of Fig. 3).

V. CONCLUSIONS

We proposed a wearable visuo-inertial interface for controlling the arm/hand/mobile platform motion of the robot by the human body movement. The interface has a camera and two inertial sensors; the streams of information from those sensors are fused on-line by an EKF for fast and robust body motion estimation. The interface enables us to control a humanoid robot naturally and intuitively without any environmental sensors.

The future work will be devoted to the application of the system to mobile manipulation tasks in, for example, remote-control and/or telepresence applications. This will require various sensory feedback from the remote robot such as visual and tactile information for a safe and easy robot control. Integration of autonomous and manual control modes for performing complex tasks is also the scope of research interest.

REFERENCES


